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#### Abstract

We study a representation of an arbitrary endomorphism $\sigma$ on a free module $M$ of a finite rank $n$ over a valuation domain $R$, that is, factorize $M$ into a direct sum of some free submodules determined by $\sigma$, give a sufficient condition for $\sigma$ to have the rational canonical form, find a basis for $M$ over $R$ relative to which the matrix of $\sigma$ is a sum of a lower triangular matrix and a super diagonal matrix, and show that for some simple ring extension of $R$ the natural prolongation of $\sigma$ has the rational canonical form.


## 1. Introduction

A matrix representation of a linear transformation of a free module over a commutative ring depends on the choice of a basis for the module.

So, it will be natural to seek a nice basis relative to which the matrix of the transformation is expressed in a simple form. On this demand, many Received: October 24, 2013; Accepted: November 23, 2013 2010 Mathematics Subject Classification: 15A04, 15A23, 15 A33.
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excellent forms of linear transformations were devised, say, diagonal forms, triangular forms, rational canonical forms, Jordan normal forms, etc., and the conditions for them under which linear transformations have such simple forms were investigated.

In the present paper, among those forms, we will be especially attracted our attention to the rational canonical forms of endomorphisms of modules.

It was first introduced by Frobenius in the late 1800s. Since then much of the results concerning it appeared and have been expanded in various directions.

For instance Matthews [16] showed that a square matrix $A$ over fields is similar to a block diagonal $H$ of hyper companion matrices and gave an algorithm to get $P$ satisfying that $H=P A P^{-1}$. Also, Huang [9], Beard [3] and others pursued the study of the rational canonical forms in various situation and obtained many important and useful results.

However, the methods they contrived were applicable only when the scalars form a field or a skew field.

In this note we will try to deal with the theory of the rational canonical forms in some more general setting for the underlying rings, that is, we will take a valuation domain instead of a field, and obtain the results stated in the abstract. The details of the theorem will be stated in the next section after providing necessary preparation.

On the other hand it is well known that the classical groups have various generating systems. Let $\sigma$ be an arbitrary element of a group. If we fix a set $S$ of generators of the group, then the minimal number of factors expressing $\sigma$ as a product of elements of $S \cup S^{-1}$ is called the length of $\sigma$ and denoted by $\ell(\sigma)$.

Dieudonné [5] determined $\ell(\sigma)$ for $\sigma$ in the various classical groups with its generating sets. The generalization of this length problem to valuation rings or to semi local semi hereditary rings was achieved by the author in 1970s to 1980s (see Ishibashi [10, 11, 12]).

One can see in Hahn and O’Meara [7], Knus [13], McDonald [15] and Baeza [2], how the theory of classical groups over fields has been developed to the theory over rings.

As for the fundamental results in basic algebra and the rational canonical forms are seen in any of Herestein [8], Cohn [4] and Lang [14].

## 2. Statements of the Theorem and the Corollary

Let $R$ be an integral domain and $M$ be a free module of rank $n$ over $R$ with a basis $X=\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$. We write $\operatorname{End}_{R} M$ to denote the algebra over $R$ of all endomorphisms of $M$ over $R$, and $\sigma$ denotes an arbitrary element in $\operatorname{End}_{R} M$. We consider the quotient field $F$ of $R$ to be a ring extension of $R$. In other words, we will regard $R$ as a subring of $F$, and thus $F$ is a module over $R$.

This allows us to define a coefficient extension $\hat{M}$ of $M$ by

$$
\hat{M}=F \otimes_{R} M=\bigoplus_{i=1}^{n} F\left(1 \otimes x_{i}\right),
$$

which is an $n$-dimensional vector space over $F$ with a basis

$$
\hat{X}=\left\{1 \otimes x_{i} \mid 1 \leq i \leq n\right\} .
$$

Therefore, identifying $x_{i}$ with $1 \otimes x_{i}$ for $i=1,2, \ldots, n$, we take $X=\hat{X}$ as a basis for $\hat{M}$ over $F$. Further, since $R$ is a subring of $F, \hat{M}$ the module over $F$ is also a module over $R$, consequently $M$ is a submodule of $\hat{M}$ over $R$.

In the same way we define a linear transformation $\hat{\sigma}$ by

$$
\hat{\sigma}=1_{F} \otimes \sigma \in \operatorname{End}_{F} \hat{M},
$$

where $1_{F}$ denotes the identity linear transformation of the $R$-module $F$. The endomorphism $\hat{\sigma}$ is frequently called a prolongation of $\sigma$ on $M$ to $\hat{M}$. Clearly $\sigma=\left.\hat{\sigma}\right|_{M}$, the restriction of $\hat{\sigma}$ to $M$. We may use $\sigma$ for $\hat{\sigma}$ if their matrices are the same.

The polynomial ring in $t$ over $R$ is denoted by $R[t]$. Similarly, $F[t]$ is the one in $t$ over $F$. The module $\hat{M}$ will be given a module structure over $F[t]$ if we define the scalar multiplication by $f(t) x=f(\hat{\sigma}) x$ for $f(t) \in F(t)$ and $x \in \hat{M}$.

An integral domain $R$ is called a valuation domain if for any nonzero $a$ and $b$ in $R$ either $a$ divides $b$, or $b$ divides $a$, i.e., $a \mid b$ or $b \mid a$. We know that a valuation domain $R$ is a local ring of which unique maximal ideal $\mathfrak{m}$ is the set of all non-units in $R$.

For $\sigma$ in $\operatorname{End}_{R} M$ if $P$ is the matrix of $\sigma$ relative to a basis $X$ for $M$, i.e., $\sigma^{t} X=P^{t} X$, we write

$$
\sigma \simeq_{X} P
$$

where ${ }^{t} X$ denotes the transpose of $X$.
For a monic polynomial

$$
f(t)=a_{0}+a_{1} t+\cdots+a_{n-1} t^{n-1}+t^{n}, \quad a_{i} \in F
$$

in $F[t]$, the matrix

$$
\left(\begin{array}{ccccc}
0 & 1 & 0 & \cdots & 0 \\
0 & 0 & 1 & \cdots & 0 \\
& & & \cdots & \\
0 & 0 & 0 & \cdots & 1 \\
-a_{0} & -a_{1} & -a_{2} & \cdots & -a_{n-1}
\end{array}\right)
$$

is called the companion matrix of $f(t)$ and denoted by $C(f(t))$ or $C(f)$.
With these preparations we now describe our theorem and the corollary. The theorem consists of three results (a), (b) and (c). In (a) we will factorize $M$ into a direct sum and compose some $\sigma$-invariants direct summands of $M$, and in (b) and (c) we will give some matrix representations of $\sigma$ relative to
some bases for $M$ over $R$. In the corollary, for a simple ring extension $R^{\circ}$ of $R$ we will show that the natural prolongation $\sigma^{\circ}$ of $\sigma$ has its rational canonical form.

To save symbols we will use a letter $X$ to denote various bases for $M$ over $R$ if there is no confusion. Also we will say the rational canonical form of $\sigma$ for saying that of the matrix of $\sigma$.

Theorem. Let $R$ be a valuation domain, $M$ be a free module of rank $n$ over $R$, and $\sigma$ be an element in $\operatorname{End}_{R} M$. For the quotient field $F$ of $R$ let $\hat{M}=F \otimes_{R} M$ and $\hat{\sigma}=1_{F} \otimes \sigma \in \operatorname{End}_{F} \hat{M}$, and for the polynomial ring $F[t]$ in $t$ over $F$ let $\mathcal{F}=\left\{f_{1}(t), f_{2}(t), \ldots, f_{m}(t)\right\}$ in $F[t]$ be the system of invariants of $\hat{\sigma}$. Further write $n_{j}=\operatorname{deg} f_{j}(t)$ for $j=1,2, \ldots, m$.

Then, there exist $y_{1}, y_{2}, \ldots, y_{m}$ in $M$ which are generators of cyclic factors of $\hat{M}$ as a $F[t]$-module, i.e.,

$$
\hat{M}=F[t] y_{1} \oplus F[t] y_{2} \oplus \cdots \oplus F[t] y_{m}, \quad y_{j} \in M, \quad j=1,2, \ldots, m,
$$

and for which we have the following (a), (b) and (c):
(a) There are free submodules $M_{1}, M_{2}, \ldots, M_{m}$ of $M$ over $R$ such that
(i) $M=M_{1} \oplus M_{2} \oplus \cdots \oplus M_{m}$ with $n_{j}=\operatorname{rank} M_{j}=\operatorname{deg} f_{j}$ for $j=$ $1,2, \ldots, m$, and if we set $L_{j}=M_{1} \oplus M_{2} \oplus \cdots \oplus M_{j}$, we have
(ii) $\sigma L_{j} \subseteq L_{j}$ for $j=1,2, \ldots, m$.
(b) For $j=1,2, \ldots, m$ set

$$
Y_{j}=\left\{y_{j}, \sigma y_{j}, \ldots ., \sigma^{n_{j}-1} y_{j}\right\}
$$

and

$$
Y=Y_{1} \cup Y_{2} \cup \ldots \cup Y_{m} .
$$

Then, we have a basis $X$ for $M$ over $R$ such that

$$
{ }^{t} Y=A^{t} X
$$

where $A=\left(a_{p q}\right) \in M_{n}(R)$ is lower triangular with $a_{p p} \neq 0$ for $p=$ $1,2, \ldots, n$.

In particular, if $a_{p p}$ 's are all units in $R$ for $p=1,2, \ldots, n$, then $\sigma$ has its rational canonical form

$$
\sigma \simeq_{Y} C=\left(\begin{array}{cccc}
C\left(f_{1}\right) & & & 0 \\
& C\left(f_{2}\right) & & \\
& & \ddots & \\
0 & & & C\left(f_{m}\right)
\end{array}\right)
$$

where $\mathcal{F}=\left\{f_{1}, f_{2}, \ldots, f_{m}\right\}$ in $R[t]$ is the system of invariants of $\hat{\sigma}$.
(c) Relative to $X$ in (b) let $B$ be the matrix of $\sigma$, i.e., $\sigma^{t} X=B^{t} X$. Then, $B$ admits a partition into blocks such that

$$
B=\left(\begin{array}{ccccc}
B_{11} & 0 & 0 & \cdots & 0 \\
B_{21} & B_{22} & 0 & \cdots & 0 \\
& & & \cdots & \\
B_{m 1} & B_{m 2} & B_{m 3} & \cdots & B_{m m}
\end{array}\right) \in M_{n}(R)
$$

where $B_{j k}$ is in $M_{n_{j} n_{k}}(R)$ for $j=1,2, \ldots, m$ and $k=1,2, \ldots, j$ and $B_{j j}$ is a sum of a lower triangular matrix and an upper diagonal matrix, i.e., in a form

$$
B_{j j}=\left(\begin{array}{cccccc}
* & * & 0 & 0 & \cdots & 0 \\
* & * & * & 0 & \cdots & 0 \\
* & * & * & * & \cdots & 0 \\
* & * & * & * & \cdots & * \\
* & * & * & * & \cdots & *
\end{array}\right) .
$$

Corollary. In (b) of the Theorem there exists a diagonal element a of A such that if we set

$$
R^{\circ}=R\left[a^{-1}\right], \quad a^{-1} \in F
$$

a simple ring extension of $R$ in $F$ and

$$
M^{\circ}=R^{\circ} \otimes_{R} M \simeq \oplus_{i=1}^{n} R^{\circ} x_{i}^{\circ} \text { for } x_{i}^{\circ}=1 \otimes x_{i}
$$

then

$$
X^{\circ}=\left\{x_{i}^{\circ}=1 \otimes x_{i} \mid i=1,2, \ldots, n\right\}
$$

is a basis for $M^{\circ}$ over $R^{\circ}$ and

$$
\sigma^{\circ}=1_{R^{\circ}} \otimes \sigma \in \operatorname{End}_{R^{\circ}} M^{\circ}
$$

has the rational canonical form

$$
\sigma^{\circ} \simeq_{X} \circ A^{\circ}=\left(\begin{array}{cccc}
C\left(f_{1}\right) & & & 0 \\
& C\left(f_{2}\right) & & \\
0 & & \ddots & \\
0 & & & C\left(f_{m}\right)
\end{array}\right) \in M_{n}\left(R^{\circ}\right)
$$

where $\mathcal{F}=\left\{f_{1}, f_{2}, \ldots, f_{m}\right\}$ in $R^{\circ}[t]$ is the system of invariants of $\sigma^{\circ}$.

## 3. Proofs for the Theorem and the Corollary

### 3.1. Proof for the Theorem

Since $F$ is a field and $\hat{M}=F \otimes_{R} M$ is a vector space of dimension $n$ over $F$, there exists a system of invariants $\mathcal{F}=\left\{f_{1}, f_{2}, \ldots, f_{m}\right\}$ of $\hat{\sigma}=$ $1_{F} \otimes \sigma$ with $f_{j}$ 's monic for $j=1,2, \ldots, m$ and $f_{1}\left|f_{2}\right| \cdots \mid f_{m}$ in $F[t]$ (see Lang [11, p. 151, Theorem 7.7]).

More precisely for $f(t) \in F(t)$ and $x \in M$ if we define a scalar
multiplication by

$$
f(t) x=f(\sigma) x,
$$

$\hat{M}$ is endowed with a structure of a module over $F[t]$. Hence by the structure theorem of a finitely generated torsion module over a PID $\hat{M}$ is factorized into a direct sum of $m$ cyclic submodules $M_{1}^{\prime}, M_{2}^{\prime}, \ldots, M_{m}^{\prime}$ of $\hat{M}$ over $F[t]$.

Therefore, if we denote those generators of $M_{1}^{\prime}, M_{2}^{\prime}, \ldots, M_{m}^{\prime}$ in $\hat{M}$ by $\left\{y_{1}, y_{2}, \ldots, y_{m}\right\}$, respectively, we have an expression

$$
\begin{equation*}
\hat{M}=M_{1}^{\prime} \oplus M_{2}^{\prime} \oplus \cdots \oplus M_{m}^{\prime} \tag{3.1}
\end{equation*}
$$

with
(i) $M_{j}^{\prime}=F[t] y_{j}=F y_{j} \oplus F \sigma y_{j} \oplus \cdots \oplus F \sigma^{n_{j}-1} y_{j}$,
(ii) $n_{j}=\operatorname{deg} f_{j}=\operatorname{dim} M_{j}^{\prime}$,
(iii) $f_{j}(\hat{\sigma})=0$ for $j=1,2, \ldots, m$ and
(iv) $n=n_{1}+n_{2}+\cdots+n_{m}$.

In (3.1), since $F$ is the quotient field of $R$, by a suitable scalar multiplication we may choose $y_{j}$ an element in $M$ for $j=1,2, \ldots, m$, that is, we may assume that

$$
\begin{equation*}
\left\{y_{1}, y_{2}, \ldots, y_{m}\right\} \subseteq M \tag{3.2}
\end{equation*}
$$

in particular,

$$
\hat{\sigma} y_{j}=\sigma y_{j} \text { for } j=1,2, \ldots, m .
$$

As we have mentioned in the previous section we have a basis

$$
X=\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}
$$

for $M$ over $R$. Also for $\left\{y_{1}, y_{2}, \ldots, y_{m}\right\}$ above we will set

$$
\begin{equation*}
Y=Y_{1} \cup Y_{2} \cup \ldots \cup Y_{m} \tag{3.3}
\end{equation*}
$$

with

$$
Y_{j}=\left\{y_{j}, \sigma y_{j}, \ldots, \sigma^{n_{j}-1} y_{j}\right\}
$$

i.e.,

$$
Y=\left\{y_{1}, \sigma y_{1}, \ldots, \sigma^{n_{1}-1} y_{1}, \ldots, y_{m}, \sigma y_{m}, \ldots, \sigma^{n_{m}-1} y_{m}\right\} .
$$

Therefore, by (3.1)

$$
\begin{equation*}
Y \text { is a basis for } \hat{M} \text { over } F \text {. } \tag{3.4}
\end{equation*}
$$

Further we have

$$
\begin{equation*}
{ }^{t} Y=A^{t} X \text { for some } A=\left(a_{p q}\right) \in M_{n}(R) . \tag{3.5}
\end{equation*}
$$

The following is the key lemma for the proof of the Theorem.
Lemma 3.1. There exists a basis $X$ for $M$ over $R$ such that $A$ in (3.5) is lower triangular with non-zero diagonal elements.

Proof. For $A$ in (3.5) suppose that there exists $r$ in $\{1,2, \ldots, n\}$ such that the top left corner of $A$ is an $(r-1) \times(r-1)$ lower triangular matrix, that is,

$$
A=\left(\begin{array}{cccccccc}
a_{11} & 0 & 0 & \cdots & 0 & 0 & \cdots & 0 \\
a_{21} & a_{22} & 0 & \cdots & 0 & 0 & \cdots & 0 \\
& & & \cdots & & & \cdots & \\
a_{(r-1) 1} & a_{(r-1) 2} & a_{(r-1) 3} & \cdots & a_{(r-1)(r-1)} & 0 & \cdots & 0 \\
a_{r 1} & a_{r 2} & a_{r 3} & \cdots & a_{r(r-1)} & a_{r r} & \cdots & a_{r n} \\
& & & \cdots & & & \cdots & \\
a_{n 1} & a_{n 2} & a_{n 3} & \cdots & a_{n(r-1)} & a_{n r} & \cdots & a_{n n}
\end{array}\right) .
$$

Since by (3.4) $Y$ is a basis for $\hat{M}$ over $F$, it is linearly independent over $F$, and so at least one $a_{r q}$ in $\left\{a_{r r}, a_{r(r+1)}, \ldots, a_{r n}\right\}$ is not zero, $r \leq q \leq n$. Here, since $R$ is a valuation domain, there is $k$ in $\{r, r+1, \ldots, n\}$ such that $a_{r k} \mid a_{r k^{\prime}}$ in $R$ for any $k^{\prime}=r, r+1, \ldots, n$.

Therefore, by a suitable renumbering of the basis elements
$\left\{x_{r}, x_{r+1}, \ldots, x_{n}\right\}$ in $X$ we may assume that $k=r$, i.e.,

$$
a_{r r} \mid a_{r k^{\prime}} \text { in } R
$$

for any $k^{\prime}=r, r+1, \ldots, n$.
From this if we set

$$
x_{r}^{\prime}=x_{r}+a_{r r}^{-1} a_{r(r+1)} x_{r+1}+\cdots+a_{r r}^{-1} a_{r n} x_{n},
$$

we find that

$$
X^{\prime}=\left\{x_{1}, \ldots, x_{r-1}, x_{r}^{\prime}, x_{r+1}, \ldots, x_{n}\right\}
$$

is still a basis for $M$ over $R$ and relative to which $A$ is expressed as

$$
A=\left(\begin{array}{cccccccc}
a_{11} & 0 & 0 & \cdots & 0 & 0 & \cdots & 0 \\
a_{21} & a_{22} & 0 & \cdots & 0 & 0 & \cdots & 0 \\
& & & \cdots & & & \cdots & \\
a_{r 1} & a_{r 2} & a_{r 3} & \cdots & a_{r r} & 0 & \cdots & 0 \\
a_{(r+1) 1} & a_{(r+1) 2} & a_{(r+1) 3} & \cdots & a_{(r+1) r} & a_{(r+1)(r+1)} & \cdots & a_{r n} \\
& & & \cdots & & & \cdots & \\
a_{n 1} & a_{n 2} & a_{n 3} & \cdots & a_{n(r+1)} & a_{n(r+1)} & \cdots & a_{n n}
\end{array}\right) .
$$

This, by induction in $r$, implies that there exists a basis $X$ for $M$ over $R$ relative to which $A$ is lower triangular with non-zero diagonal elements i.e., we obtain

$$
A=\left(\begin{array}{ccccc}
a_{11} & 0 & 0 & \cdots & 0  \tag{3.6}\\
a_{21} & a_{22} & 0 & \cdots & 0 \\
& & & \cdots & \\
a_{(n-1) 1} & a_{(n-1) 2} & a_{(n-1) 3} & \cdots & 0 \\
a_{n 1} & a_{n 2} & a_{n 3} & \cdots & a_{n n}
\end{array}\right)
$$

where $a_{11}, a_{22}, \ldots, a_{n n} \neq 0$.
For $X$ in Lemma 3.1 we define a partition of $X$ as

$$
X=X_{1} \cup X_{2} \cup \ldots \cup X_{m}
$$

where for $j=1,2, \ldots, m$ the set $X_{1} \cup X_{2} \cup \ldots \cup X_{j}$ is the first $n_{1}+n_{2}+$ $\cdots+n_{j}$ elements of $X$. Therefore, if we write

$$
x_{k}^{(j)}=x_{n_{1}+n_{2}+\cdots+n_{j-1}+k}
$$

for $j=1,2, \ldots, m$ and $k=1,2, \ldots, n_{j}$, we have

$$
X_{j}=\left\{x_{1}^{(j)}, x_{2}^{(j)}, \ldots, x_{n_{j}}^{(j)}\right\}
$$

for $j=1,2, \ldots, m$.
For a subset $S$ of $M$, we write $\langle S\rangle_{R}$ for the submodule spaned by $S$ over $R$, i.e.,

$$
\langle S\rangle_{R}=\left\{\sum^{\text {finite }} a s \mid a \in R, s \in S\right\} .
$$

Similar notation $\langle S\rangle_{F}$ is adopted to denote the same object over $F$ for $R$.

## (I) Proof for (a) of the Theorem

We write

$$
\begin{equation*}
M_{j}=\left\langle X_{j}\right\rangle_{R} \tag{3.7}
\end{equation*}
$$

for the submodule $M_{j}$ spanned by $X_{j}$ over $R$. Then, since $X=X_{1} \cup X_{2}$ $\cup \ldots \cup X_{m}$ is a basis for $M$ over $R$, we have

$$
\begin{equation*}
M=M_{1} \oplus M_{2} \oplus \cdots \oplus M_{m} \tag{3.8}
\end{equation*}
$$

with

$$
\operatorname{rank} M_{j}=n_{j}=\operatorname{deg} f_{j}
$$

for $j=1,2, \ldots, m$. This is the first half of (a).
To show the last half of (a) we use Lemma 3.1, so we have

$$
\begin{equation*}
{ }^{t} Y=A^{t} X, \quad A \in M_{n}(R) \tag{3.9}
\end{equation*}
$$

where $A$ is lower triangular with all the diagonal elements non-zero. This implies that $A$ is invertible in $M_{n}(F)$ and so

$$
\left\langle Y_{1} \cup Y_{2} \cup \ldots \cup Y_{j}\right\rangle_{F}=\left\langle X_{1} \cup X_{2} \cup \ldots \cup X_{j}\right\rangle_{F}
$$

for $j=1,2, \ldots m$. Hence,

$$
\begin{equation*}
\left\langle Y_{1} \cup Y_{2} \cup \ldots \cup Y_{j}\right\rangle_{F} \cap M=\left\langle X_{1} \cup X_{2} \cup \ldots \cup X_{j}\right\rangle_{F} \cap M . \tag{3.10}
\end{equation*}
$$

Since $X$ is a basis for $M$ over $R$ and simultaneously it is a basis for $\hat{M}$ over $\hat{F}$, we find that the right hand side of (3.10) coincides with

$$
\begin{equation*}
\left\langle X_{1}, X_{2}, \ldots, X_{j}\right\rangle_{R}=M_{1} \oplus M_{2} \oplus \cdots \oplus M_{j}=L_{j} \tag{3.11}
\end{equation*}
$$

i.e.,

$$
L_{j}=\left\langle Y_{1} \cup Y_{2} \cup \ldots \cup Y_{j}\right\rangle_{F} \cap M
$$

Since both $\left\langle Y_{1} \cup Y_{2} \cup \ldots \cup Y_{j}\right\rangle_{F}$ and $M$ are $\sigma$-invariant, so is $L_{j}$, that is,

$$
\begin{equation*}
\sigma L_{j} \subseteq L_{j} \text { for } j=1,2, \ldots, m \tag{3.12}
\end{equation*}
$$

as was to be shown.

## (II) Proof for (b) of the Theorem

Since Lemma 3.1 is the first half of (b), the rest to be shown is the last half. Since the triangular matrix $A$ is in $M_{n}(R)$, if the diagonal elements of $A$ are all units in $R$, $Y$ becomes a basis for $M$ over $R$. Consequently, we get the last half of $(b)$.

## (III) Proof for (c) of the Theorem

Put $l_{0}=0$ and $l_{j}=n_{1}+n_{2}+\cdots+n_{j}$ for $j=1,2, \ldots, m$, so $l_{j}=\operatorname{rank} L_{j}$ for $j=1,2, \ldots, m$. Then, observing the form of $B_{j j}$ in the statement of (c) in the previous section, we find that (c) is equivalent to
(i) $\sigma x_{i} \in \sum_{\lambda=1}^{i+1} R x_{\lambda}$ if $l_{j-1}<i<l_{j}$ for $j=1,2, \ldots, m$
and
(ii) $\sigma x_{i} \in \sum_{\lambda=1}^{i} R x_{\lambda}$ if $i=l_{j}$ for $j=1,2, \ldots, m$.

Further, for $f_{j}(t)$ in $\mathcal{F}$ if we express

$$
f_{j}(t)=c_{j 0}+c_{j 1} t+\cdots+c_{j\left(n_{j}-1\right)^{t^{n_{j}-1}}+t^{n_{j}}, \quad c_{j h} \in F}
$$

for $j=1,2, \ldots, m$ and $h=0,1, \ldots, n_{j}-1$, we have

$$
\begin{equation*}
\sigma^{n_{j}} y_{j}=-c_{j 0} y_{j}-c_{j 1} \sigma y_{j}-\cdots-c_{j\left(n_{j}-1\right)} \sigma^{n_{j}-1} y_{j}, \quad c_{j h} \in F \tag{3.14}
\end{equation*}
$$

for $j=1,2, \ldots, m$ and $h=0,1, \ldots, n_{j}-1$.
On the other hand, by (3.9) we have ${ }^{t} Y=A^{t} X$ with $A$ lower triangular, hence

$$
\begin{equation*}
\sigma^{k-1} y_{j}=a_{i 1} x_{1}+a_{i 2} x_{2}+\cdots+a_{i i} x_{i} \text { with } i=l_{j-1}+k \tag{3.15}
\end{equation*}
$$

for $j=1,2, \ldots, m$ and $k=1,2, \ldots, n_{j}$.
Substituting the right hand side of (3.15) for $\sigma^{h} y_{j}$ in (3.14) for $h=$ $k-1=0,1, \ldots, n_{j}-1$, we have

$$
\begin{equation*}
\sigma^{n_{j}} y_{j} \in \sum_{i=1}^{l_{j}} R x_{i} \text { for } j=1,2, \ldots, m \tag{3.16}
\end{equation*}
$$

Now we start our proof for (c). Since (c) is equivalent to (3.13), we prove (3.13) by induction in $i$ for $i=1,2, \ldots, n$. Let us assume that (c) holds for $i=0$ and so $i \geq 1$.

First we treat the case (i) in (3.13), i.e., we are in case where $l_{j-1}<$ $i<l_{j}$. So we have $k=1,2, \ldots, n_{j}-1$, if we set $i=l_{j-1}+k$. This enable us to apply (3.15) to $(i+1, k+1)$ for $(i, k)$ and we get

$$
\begin{equation*}
\sigma^{k} y_{j}=a_{(i+1) 1} x_{1}+a_{(i+1) 2} x_{2}+\cdots+a_{(i+1)(i+1)^{x_{i+1}}} \tag{3.17}
\end{equation*}
$$

where $i+1=l_{j-1}+k+1$ for $j=1,2, \ldots, m$ and $k=1,2, \ldots, n_{j}-1$.
Multiplying the both sides of (3.15) by $\sigma$, we have

$$
\sigma^{k} y_{j}=a_{i 1} \sigma x_{1}+a_{i 2} \sigma x_{2}+\cdots+a_{i i} \sigma x_{i} \text { with } i=l_{j-1}+k
$$

for $i=1,2, \ldots, n, j=1,2, \ldots, m$ and $k=1,2, \ldots, n_{j}$.
Since by Lemma $3.1 a_{i i} \neq 0$ for $i=1,2, \ldots, n$, this gives us

$$
\begin{equation*}
\sigma x_{i}=a_{i i}^{-1}\left(\sigma^{k} y_{j}-a_{i 1} \sigma x_{1}-a_{i 2} \sigma x_{2}-\cdots-a_{i(i-1)} \sigma x_{i-1}\right) \tag{3.18}
\end{equation*}
$$

Substituting the right hand side of (3.17) for $\sigma^{k} y_{j}$ in (3.18), we have

$$
\begin{equation*}
\sigma x_{i}=a_{i i}^{-1}\left(\sum_{\lambda=1}^{i+1} a_{(i+1) \lambda} x_{\lambda}-\sum_{\mu=1}^{i-1} a_{i \mu} \sigma x_{\mu}\right) \tag{3.19}
\end{equation*}
$$

Therefore applying our inductive hypothesis in $i$ to $\sum_{\mu=1}^{i-1} a_{i \mu} \sigma x_{\mu}$ in (3.19), we have

$$
\sum_{\mu=1}^{i-1} a_{i \mu} \sigma x_{\mu} \in \bigoplus_{\mu=1}^{i} R x_{\mu}
$$

hence (3.19) yields

$$
\begin{equation*}
\sigma x_{i}=a_{i i}^{-1}\left(\sum_{\lambda=1}^{i+1} b_{i \lambda} x_{\lambda}\right) \tag{3.20}
\end{equation*}
$$

for some $b_{i \lambda} \in R$.
Here since $\sigma x_{i}$ in (3.20) is in $M$, so is the right hand side of (3.20). Further, since $X=\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$ is a basis for $M$ over $R$ and simultaneously a basis for $\hat{M}$ over $F$, we conclude that $a_{i i}^{-1} b_{i \lambda}$ in (3.20) belongs to $R$ for $l_{j-1}<i<l_{j}, \quad j=1,2, \ldots, m$ and $\lambda=1,2, \ldots, i+1$. Thus we have proved (i) of (3.13).

Next we show (ii) of (3.13), i.e., $\sigma x_{i} \in \sum_{\lambda=1}^{i} R x_{\lambda}$ for $i=l_{j}$. Since $i=$ $l_{j-1}+k$ in (3.15) we have $k=n_{j}$, hence (3.15) implies that

$$
\sigma^{n_{j}-1} y_{j}=a_{l_{j} 1} x_{1}+a_{l_{j} 2} x_{2}+\cdots+a_{l_{j} l_{j}} x_{l_{j}}
$$

and so multiplying the both sides of the equation above by $\sigma$ and rearranging the terms we have

$$
\sigma x_{l_{j}}=a_{l_{j} l_{j}}^{-1}\left(\sigma^{n_{j}} y_{j}-\sum_{\mu=1}^{l_{j}-1} a_{l_{j} \mu} \sigma x_{\mu}\right) .
$$

Hence by (3.16), (i) of (3.13) and the inductive hypothesis for (ii) of (3.13) we obtain

$$
\sigma x_{l_{j}}=a_{l_{j} l_{j}}^{-1}\left(\sum_{\mu=1}^{l_{j}} c_{l_{j} \mu_{\mu}} x_{\mu}\right)
$$

Now in the same way as the proof for (i) of (3.13) we find that $a_{l_{j} l_{j}}^{-1} c_{l_{j} \mu}$ is in $R$ for $j=1,2, \ldots, m$, which verifies that (ii) of (3.13) holds.

Thus, we have proved (c), and completed the proof for the Theorem.

### 3.2. Proof for the Corollary

Let $S$ be the set of diagonal elements of $A$ in (b) of the Theorem, i.e.,

$$
S=\left\{a_{i i} \in A \mid i=1,2, \ldots, n\right\} .
$$

Since $a_{i i} \neq 0$ for $i=1,2, \ldots, n$ and $R$ is a valuation domain, we have an element $a$ in $S$ such that $a$ is a multiple for all $a_{i i}$ in $S$, i.e.,

$$
a_{i i} \mid a \text { in } R \text { for } i=1,2, \ldots, n
$$

Then, if we set $R^{\circ}=R\left[a^{-1}\right]$, then $|A|$ is a unit in $R^{\circ}$ and thus the last half of (b) of the Theorem gives us the corollary.
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