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Abstract. In the present paper, we give the rigorous proof of the result that Bland’s rule for network simplex algorithm prevent the cycling.

1. Introduction

In the present paper, we focus on the minimum cost flow problem which is one of the well-known optimization problem on flow-networks. The minimum cost flow problem is the problem for finding the minimum cost flow which satisfies the given capacity conditions and demand conditions. The most efficient algorithm for solving the minimum cost flow problem is the network simplex algorithm. This algorithm gives an optimal solution to the minimum cost flow problem by updating the so called tree structures, but it does not necessarily terminate in a finite number of steps, even for small networks. This infinite iteration is called the cycling. It is known that the cycling in the network simplex algorithm can be prevented by the rule of the last blocking edge. On the other hand, the problem of the cycling also arise in the simplex algorithm for linear programming (LP) problems. One of the famous rules for preventing the cycling in the simplex algorithm for LP is Bland’s rule. We can easily expect that Bland’s rule is applicable to the network simplex algorithm and prevent the cycling, because of the similarity of the both algorithms. However, we do not obtain a rigorous proof. The purpose of the present paper is to give the rigorous proof of the result that Bland’s rule for network simplex algorithm prevent the cycling.

2. Minimum Cost Flow Problem

Let \( G = (V, E) \) be a digraph with \( n \) vertices and \( m \) edges. We assign positive integers \( b(e) \) and \( c(e) \) to each edge \( e \in E \) satisfying the inequality \( 0 \leq b(e) \leq c(e) \); \( b(e) \) is called the lower capacity of \( e \) and \( c(e) \) is called the upper capacity of \( e \). We also assign a positive real number \( \gamma(e) \) to each edge \( e \in E \); \( \gamma(e) \) is called the cost of \( e \). Moreover, we assign the integer \( d(v) \) to each vertex \( v \in V \) with \( \sum_{v \in V} d(v) = 0 \); \( d(v) \) is called the demand of \( v \). The quadruple \( \mathcal{N} = (G, b, c, d) \) is called a network on \( G \). A flow on the network \( \mathcal{N} \) is the function \( f \) on \( E \) satisfying the following conditions (i) and (ii):
(i) The capacity constraint at each edge:
\[ b(e) \leq f(e) \leq c(e) \quad \text{for all } e \in E. \]

(ii) The demand condition at each vertex:
\[ \sum_{\partial^+(e) = v} f(e) - \sum_{\partial^-(e) = v} f(e) = d(v) \quad \text{for all } v \in V. \]

Here, we introduce the maps \( \partial^- : E \to V \) and \( \partial^+ : E \to V \) by \( \partial^-(e) = u \) and \( \partial^+(e) = v \) for \( e = (u, v) \) respectively. The minimum cost flow problem (MCFP) is the problem for finding the flow \( f \) whose cost \( \gamma(f) = \sum_{e \in E} \gamma(e)f(e) \) is minimal. That is, the MCFP is formulated as follows:

\[
\begin{align*}
\text{minimize} & \quad \sum_{e \in E} \gamma(e)f(e) \\
\text{subject to} & \quad \sum_{\partial^+(e) = v} f(e) - \sum_{\partial^-(e) = v} f(e) = d(v) \\
& \quad b(e) \leq f(e) \leq c(e).
\end{align*}
\] (1)

3. Network Simplex Algorithm

3.1. Tree Structure

We consider the MCFP on a digraph \( G \). Let \( T \) be a spanning tree of \( G \). We often identify the spanning tree \( T \) and its edges set \( E(T) \) and use the same symbol \( T \) for \( E(T) \). We divide the edge set \( E \setminus T \) into the disjoint union as \( E \setminus T = L \cup U \). We note that subsets \( L, U \subseteq E \) are allowed to be empty sets. Fix the triplet \( (T, L, U) \), we define the function \( f \) on the edge set \( E \) as follows: First define the function \( f \) on \( L \) and \( U \) by \( f(e) = c(e) \) \( (e \in L) \) and \( f(e) = b(e) \) \( (e \in U) \) respectively. Then it is well-known that the values of the function \( f \) on the spanning tree \( T \) are uniquely determined by the demand condition. Thus we see that the function \( f \) on \( E \) is uniquely determined by the triplet \( (T, L, U) \). Note that the function \( f \) does not always become the flow on the network \( N \) because it does not always satisfies the capacity constraints on \( T \). If the function \( f \) uniquely determined by the triplet \( (T, L, U) \) become the flow on the network, the flow \( f \) is called the tree solution associated with the feasible tree structure \( (T, L, U) \). We call an edge \( e \) free with respect to the flow on the network \( N \) provided that \( c(e) < f(e) < b(e) \) holds. It follows directly from the definition of the tree solution that the free edge with respect to the tree solution must be contained in \( T \). However all edges of \( T \) need not be free with respect to the tree solution. A feasible tree structure is called optimal if the unique tree solution associated with the tree structure is optimal. It is well-known that if the MCFP has an optimal solution then there exists an
optimal tree solution. The network simplex algorithm is an algorithm for solving MCFP by updating the feasible tree structure.

3.2. Network Simplex Algorithm

The network simplex algorithm consists of the following 3 steps:

0. Find the initial feasible tree structure.

1. Decide whether the given tree structure is optimal or not.

2. If the tree structure is not optimal, then update the tree structure to improve the cost of the tree solution.

We are concerned only with the degeneracy and cycling of the network simplex algorithm in the present paper, we have to describe the updating process of the tree structure (step 1 and step 2) in detail. So we will not refer to step 0 of the algorithm and cite [3] for the algorithm and omit the description.

3.2.1 Optimality Condition

Consider the MCFP on the network $\mathcal{N}$ defined on a digraph $G$ and let $f$ be the tree solution associated with a feasible tree structure $(T, L, U)$. We determine the potential $\pi : V \rightarrow \mathbb{R}$ by the following procedure: Fix a vertex $x \in V$, and set $\pi(x) = 0$. For each vertex $v \in V \setminus \{x\}$, there exists the unique undirected path $P_v$ from $x$ to $v$ in the spanning tree $T$. We define the direction of the path $P_v$ from $x$ to $v$. Then all the edges in $P_v$ is divided into forward edges and backward edges with respect to the direction of $P_v$: the set of forward edges is denoted by $P^+_v$ and the set of backward edges by $P^-_v$ respectively. The potential $\pi$ is defined by

$$\pi(v) = \sum_{e \in P^+_v} \gamma(e) - \sum_{e \in P^-_v} \gamma(e) \quad \text{for all } v \in V \setminus \{x\}.$$ 

Further, we define the reduced cost $\gamma_\pi : E \rightarrow \mathbb{R}$ in terms of the potential $\pi$ by

$$\gamma_\pi(e) = \gamma(e) + \pi(v_i) - \pi(v_j) \quad \text{for all } e = (v_i, v_j) \in E.$$ 

Then we have

$$\gamma_\pi(f) = \sum_{e \in E} f(e) \gamma_\pi(e)$$

$$= \sum_{e \in E} f(e)(\gamma(e) + \pi(v_i) - \pi(v_j))$$

$$= \sum_{e \in E} f(e)\gamma(e) + \sum_{v_i \in V} \sum_{\partial^-(e) = v_i} f(e)\pi(v_i) - \sum_{v_j \in V} \sum_{\partial^+(e) = v_j} f(e)\pi(v_j).$$
\[ \gamma(f) + \sum_{v \in V} \pi(v) \left( \sum_{\delta^-(e) = v} f(e) - \sum_{\delta^+(e) = v} f(e) \right) \]
\[ = \gamma(f) - \sum_{v \in V} \pi(v) d(v) . \]

So the cost \( \gamma(f) \) of the tree solution \( f \) and the reduced cost \( \gamma_\pi(f) \) of \( f \) differ only by a constant which is independent of \( f \). So it is easy to see that a tree structure \((T, L, U)\) is optimal if and only if the reduced cost \( \gamma_\pi \) on \((T, L, U)\) satisfies the following condition:

\[ \gamma_\pi(e) \begin{cases} = 0 & \text{for all } e \in T, \\ \geq 0 & \text{for all } e \in L, \\ \leq 0 & \text{for all } e \in U . \end{cases} \tag{2} \]

### 3.2.2 The algorithm

We consider the digraph \( G = (V, E) \) with the set of \( n \) edges \( E = \{1, 2, \ldots, n\} \) and \( m \) vertices. We express the flow value on the edge \( i \) by \( f_i \). We will give the expression of the cost function (objective function) and constraints in terms of the tree solution \( f \) associated with some feasible tree structure \((T, L, U)\). First we note that the cost \( \gamma(f) \) can be written as \( \gamma(f) = \gamma_\pi(f) - \sum_{v \in V} \pi(v) d(v) \) with the reduced cost \( \gamma_\pi(f) \). If we use the fact that \( \gamma_\pi(j) = 0 \) for \( j \in T \), and setting \( \Phi = -\sum_{v \in V} \pi(v) d(v) \), we have

\[ \gamma(f) = \Phi + \sum_{\nu \in L} \gamma_\pi(\nu)f_\nu + \sum_{\mu \in U} \gamma_\pi(\mu)f_\mu . \tag{3} \]

Eq. (3) express the cost \( \gamma \) using the reduced cost \( \gamma_\pi \) with respect to a feasible tree structure \((T, L, U)\). We note the flow value \( f_\nu \) of \( \nu \in L \) is equal to the lower capacity \( b(\nu) \) and the flow value \( f_\mu \) of \( \mu \in U \) is equal to the upper capacity \( c(\mu) \).

Next we consider the constraints of the MCFP. Since the flow satisfies the demand condition, if a tree structure \((T, L, U)\) is given, then the flow value \( f_j \) for \( j \in T \) is uniquely determined by the flow values \( f_\nu = b(\nu) \) (\( \nu \in L \)) and by the flow values \( f_\mu = c(\mu) \), \( (\mu \in U) \) as follows:

\[ f_j + \sum_{\nu \in L} \alpha_{j\nu} f_\nu + \sum_{\mu \in U} \alpha_{j\mu} f_\mu = \beta_j \tag{4} \]

Here, coefficients \( \alpha_{j\nu} \) and \( \alpha_{j\mu} \) express whether the flow value \( f_j \) of \( j \in T \) depends on the flow value \( f_\nu \) of \( \nu \in L \) and the flow value \( f_\mu \) of \( \mu \in U \), respectively. The constants \( \beta_j \) is determined by the demand conditions. Then, we have the expression
of the MCFP in terms of the tree structure as follows:

\[
\begin{align*}
\text{minimize} & \quad \Phi + \sum_{\nu \in L} \gamma_\pi(\nu) f_\nu + \sum_{\mu \in U} \gamma_\pi(\mu) f_\mu \\
\text{subject to} & \quad f_j + \sum_{\nu \in L} \alpha_{j\nu} f_\nu + \sum_{\mu \in U} \alpha_{j\mu} f_\mu = \beta_j.
\end{align*}
\]

Under the above preparations, we describe procedures of the network simplex algorithm.

**Algorithm 3.1 (Network Simplex Algorithm).** Consider the MCFP on a digraph \(G\). Let \((T, L, U)\) be a tree structure associated with the tree solution \(f\). The optimal solution of the MCFP is computed by the following procedures:

1. If the reduced cost \(\gamma_{\pi}\) on \((T, L, U)\) satisfies the optimal condition (2), then \((T, L, U)\) is an optimal tree structure and associated tree solution \(f\) is an optimal solution of the MCFP. Else go to the next step.

2. Chose some \(\tau \in L \cup U\) satisfying (i) \(\tau \in L\) and \(\gamma_\pi(\tau) < 0\) or (ii) \(\tau \in U\) and \(\gamma_\pi(\tau) > 0\), and add the edge \(\tau\) to \(T\): \(T \cup \{\tau\}\). We call the edge \(\tau\) the entering edge. The set of edges \(T \cup \{\tau\}\) contains the unique circuit \(C\).

3. Consider \(C\) as oriented in the direction of \(\tau\) if \(\tau \in L\), and as oriented in the direction opposite to that of \(\tau\) if \(\tau \in U\). Augment \(f\) by an amount of \(\delta\) by cancelling \(C\), so that at least one edge of \(C\) reaches either its upper or lower capacity bound. In the case of the entering edge \(\tau \in L\), the coefficient \(\alpha\) in (4) is decided by:

\[
\alpha_{j\tau} = \begin{cases} 
0 & \text{if } j \in T \text{ and } j \notin C \\
-1 & \text{if } j \in T \text{ and } j \in C \text{ and } j \text{ is forward edge with respect to the direction of } C \\
1 & \text{if } j \in T \text{ and } j \in C \text{ and } j \text{ is backward edge with respect to the direction of } C 
\end{cases}
\]

The increase \(\delta\) of \(f\) is computed by

\[
\delta = \min\{\min_j \{c(j) - f_j | \alpha_{j\tau} < 0\}, \min_j \{f_j - b(j) | \alpha_{j\tau} > 0\}\}.
\]

In the case of the entering edge \(\tau \in U\), the coefficient \(\alpha\) in (4) is decided by:

\[
\alpha_{j\tau} = \begin{cases} 
0 & \text{if } j \in T \text{ and } j \notin C \\
1 & \text{if } j \in T \text{ and } j \in C \text{ and } j \text{ is forward edge with respect to the direction of } C \\
-1 & \text{if } j \in T \text{ and } j \in C \text{ and } j \text{ is backward edge with respect to the direction of } C 
\end{cases}
\]
The increase $\delta$ of $f$ is computed by

$$
\delta = \min\left\{ \min_j \{ f_j - b(j) | \alpha_{j^*} < 0 \}, \min_j \{ c(j) - f_j | \alpha_{j^*} > 0 \} \right\}.
$$

Choose an edge $i$ whose value of the flow reaches either its upper or lower capacity bound. We call the edge $i$ the leaving edge.

4. Update the new tree structure $(T', L', U')$ as follows:

$$
T' := (T \setminus \{i\}) \cup \{\tau\},
$$

$$
L' := \begin{cases} 
(L \setminus \{\tau\}) \cup \{i\} & \text{if } i \text{ reaches its lower capacity bound,} \\
L \setminus \{\tau\} & \text{if } i \text{ reaches its upper capacity bound,}
\end{cases}
$$

$$
U' := E \setminus (T \cup L).
$$

Compute the potential $\pi$ of $(T', L', U')$ and the reduced cost $\gamma_\pi$. Go to Step 1.

4. Network Simplex Algorithm with Bland’s Rule

The network simplex algorithm 3.1 does not necessarily terminate in a finite number of iterations. This inconvenience is caused by the degeneracy of the tree structure. If the spanning tree $T$ in the tree structure $(T, L, U)$ does not consist of free edges only, then the tree structure $(T, L, U)$ is called degenerate. In this case, a proper augmentation along the circuit determined in Step 2 of the algorithm 3.1 may be impossible since we may have $\delta = 0$ in Step 3. In such a case only the feasible tree structure is updated and the tree solution associated with the tree structure is not updated. In this case we may reach the same tree structure as the first one after a number of iterations without updating the tree solution. This phenomenon is called the cycling. It is known that the cycling can be prevented by choosing the leaving edge appropriately: for example the so called rule of the last blocking edge or the rule of the first blocking edge [3, 5]. In the present paper, we present the new rule for preventing the cycling: the analogue of famous Bland’s rule for Linear Programming. We determine the order of all edges by $1 < 2 < \cdots < n$. We choose the entering edge with the smallest number if we have some candidates in Step 2 and choose the leaving edge with the smallest number if we have some candidates in Step 3 of the algorithm. We simply call this rule Bland’s rule.

**Theorem 4.1.** Consider the MCFP on the digraph $G$ with the set of edges $E = \{1, 2, \ldots, n\}$ and with the set of $m$ vertices $V$. We determine the order of edges by $1 < 2 < \cdots < n$. The network simplex algorithm with Bland’s rule terminates in a finite number of iterations.

**Proof.** Let $J_1 = (T_1, L_1, U_1), J_2 = (T_2, L_2, U_2), \ldots$ be the sequence of the tree
structures which is obtained by the procedure in the network simplex algorithm 3.1. If the cycling occurs then we have $J_i = J_j$ ($i < j$) for some $i, j$. We note that there is no modification of flow from the tree structure $J_i$ to the tree structure $J_j$. From the tree structure $J_i$ to that of $J_j$, the set of edges entering the spanning tree coincides with the set of edges leaving the spanning tree. We denote by $Q$ the set of all entering (leaving) edges and let $q$ be the maximum edge in $Q$ with respect to the edge ordering. We consider the updating process of tree structures illustrated by the following diagram:

\[
J_1 \rightarrow \cdots \rightarrow J_i \rightarrow \cdots \rightarrow J \xrightarrow{s}{q} J_a \rightarrow \cdots \rightarrow J^* \xrightarrow{q}{p} J_b \rightarrow \cdots \rightarrow J_j \rightarrow \cdots
\]

The updating from $J = (T, L, U)$ to $J_a = (T_a, L_a, U_a)$ we have

\[
(T \cup \{s\}) \setminus \{q\} = T_a
\]

and the updating from $J^* = (T^*, L^*, U^*)$ to $J_b = (T_b, L_b, U_b)$ we have

\[
(T^* \cup \{q\}) \setminus \{p\} = T_b.
\]

The expression of the cost and the constraints with respect to $J$ is written as

\[
\Gamma = \Phi + \sum_{\nu \in L} \gamma_{\nu} f_{\nu} + \sum_{\mu \in U} \gamma_{\mu} f_{\mu} \tag{8}
\]

\[
f_j + \sum_{\nu \in L} \alpha_{j\nu} f_{\nu} + \sum_{\mu \in U} \alpha_{j\mu} f_{\mu} = \beta_j \tag{9}
\]

and the expression of the cost and the constraints with respect to $J^*$ is written as

\[
\Gamma^* = \Phi^* + \sum_{\nu \in L^*} \gamma^*_{\nu} f_{\nu} + \sum_{\mu \in U^*} \gamma^*_{\mu} f_{\mu} \tag{10}
\]

\[
f_j + \sum_{\nu \in L^*} \alpha^*_{j\nu} f_{\nu} + \sum_{\mu \in U^*} \alpha^*_{j\mu} f_{\mu} = \beta^*_j. \tag{11}
\]

In the updating from $J$ to $J_a$, the entering edge $s$ is the minimal edge in $\tau \in E$ which satisfies (i) $\tau \in L$ and $\gamma_\tau < 0$ or (ii) $\tau \in U$ and $\gamma_\tau > 0$. So we have to consider these two cases.

**Case (i).** $s \in L$ and $\gamma_s < 0$

Consider the following solution of the equation (9):

\[
f_s = b(s) + \varepsilon, \quad f_i = b(i) \text{ for } i \in L \setminus \{s\}, \quad f_i = c(i) \text{ for } i \in U \setminus \{s\}
\]

\[
f_j = \beta_j - \alpha_{js} \varepsilon \text{ for } j \in T. \tag{12}
\]
We note that there is no modifications of flow while the cycling occurs. So the value of $\Gamma$ in (8) is equal to the value of $\Gamma^*$ in (10). And the equation (9) is equivalent to the equation (11), the solution (12) of (9) also become the solution of (11). Substituting (12) into (10), and using $c = \sum_{s \in T} \gamma_s^* \alpha_{vs}$, we have

$$\Phi + \gamma_s \varepsilon = \Phi^* + \sum_{\nu \in T \cap L^*} \gamma^*_\nu (\beta_\nu - \alpha_{\nu s}) + \gamma^*_s \varepsilon .$$

Thus we have

$$(\gamma_s - \gamma^*_s + \sum_{\nu \in T \cap L^*} \gamma^*_\nu \alpha_{\nu s}) \varepsilon = \sum_{\nu \in T \cap L^*} \gamma^*_\nu \beta_\nu + \Phi^* - \Phi .$$

Since $\varepsilon$ is arbitrary, then we have

$$\gamma_s - \gamma^*_s + \sum_{\nu \in T \cap L^*} \gamma^*_\nu \alpha_{\nu s} = 0 .$$

First we prove $\gamma^*_s \geq 0$. Assume on the contrary $\gamma^*_s < 0$, then the edge $s \in L^*$ (There is no modification of flow in the cycling process so that $s \notin U^*$ but $s \in L^*$. ) and $s$ becomes a candidate of the entering edge in the process $J^* \to J_b$. This contradicts the assumption that we does not chose the edge $s$ but choose the edge $q$ of the maximum order as the entering edge in the updating from $J^*$ to $J_b$. By the assumption $\gamma_s < 0$, we have $\gamma_s - \gamma^*_s < 0$. Then there is an edge $t \in T \cap L^*$ whose cost $\gamma^*_t$ in $J^*$ satisfies $\gamma^*_t \alpha_{ts} > 0$. Since the edge $t$ is contained in $Q$ and satisfies $t \leq q$. We will prove $t \neq q$. The edge $q$ is the entering edge in the updating from $J^*$ to $J_b$. So $q$ satisfies (a) $q \in L^*$ and $\gamma^*_q < 0$ or (b) $q \in U^*$ and $\gamma^*_q > 0$.

Case (i)-(a). $q \in L^*$ and $\gamma^*_q < 0$

Since the cost $\gamma^*_q$ of the edge $q$ satisfies $\gamma^*_q \alpha_{qs} > 0$ and $\gamma^*_q < 0$, we have $\alpha_{qs} < 0$. The flow value $f_q$ of $q$ in $J$ is equal to the lower bound $b(q)$ in the cycling process. This implies that the flow is updated in the updating from $J$ to $J_a$, which contradicts the assumption.

Case (i)-(b). $q \in U^*$ and $\gamma^*_q > 0$

Since the cost $\gamma^*_q$ of the edge $q$ satisfies $\gamma^*_q \alpha_{qs} > 0$ and $\gamma^*_q > 0$, we have $\alpha_{qs} > 0$. The flow value $f_q$ of $q$ in $J$ coincides with the upper bound $c(q)$ in the cycling occurring. This implies that the flow is updated in the updating from $J$ to $J_a$, which contradicts the cycling occurring.

Then we can proved that $t \neq q$ and $t < q$. Since the edge $q$ is the entering edge in the updating from $J^*$ to $J_b$, the cost $\gamma^*_q$ of the edge $t \in L^*$ has to satisfy $\gamma^*_t \geq 0$. The cost $\gamma^*_t$ also satisfies $\gamma^*_t \alpha_{ts} > 0$. So we have $\alpha_{ts} > 0$. The flow value $f_t$ of $t$ in $J$ coincides with the lower bound $b(t)$ in the cycling occurring. This implies that
the edge \( t \) becomes a candidate of the leaving edge in the updating from \( J \) to \( J.a \). This contradicts the assumption that the maximum edge \( q \) is the leaving edge in this updating. So we have proved the assertion in the case (i).

We can lead the contradiction to the assertion in the case (ii) by the similar manner as the case (i). So the we have proved that the cycling does not occur in the network simplex algorithm with Bland’s rule. \( \square \)

5. Conclusion

In the present paper, we prove that Bland’s rule for the network simplex algorithm prevent the cycling. However, we do not know the practical efficiency of our result. So we will remain such kind of investigation for the future study.
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